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ABSTRACT

The purpose of this review paper is to survey the academic literature of the past five years in the area of 
data mining applied to the educational domain in a traditional classroom-based environment at Institu-
tions of Higher Education (IHEs). We describe Educational Data Mining (EDM) and its main methods 
and techniques as they are applied to predicting academic performance in a traditional setting, and we 
proceed then to review 56 primary-research articles on the subject. We also examine 5 other review papers 
that have preceded this one in the last five years. To our knowledge, this is the first review article to focus 
exclusively on applying EDM to predict academic performance in a traditional setting. We determine 
that classification is by far the most popular method used by the primary-research studies, followed by 
clustering and association rule mining. We conclude that the success experienced by researchers abroad in 
predicting academic performance can be replicated in Ecuador, provided that we avoid the pitfalls of over-
reliance on software and that we do not underestimate the complexities and need for human intervention 
that are involved in an EDM project. Moreover, the shortage of Big Data expertise in the country will need 
to start getting addressed.

Keywords: EDUCATIONAL DATA MINING, EDM, DATA MINING, PREDICT ACADEMIC 
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RESUMEN
 
Predicción del rendimiento académico en instituciones de educación superior 
con ambientes tradicionales mediante el uso de la minería de datos: Una revisión

El propósito de este artículo de revisión es examinar la literatura académica de los últimos cinco años 
en el área de la minería de datos aplicada a la educación en un ambiente tradicional de aulas de clases 
en Instituciones de Educación Superior. Se describe a la Minería de Datos para la Educación (MDE) y 
sus métodos y técnicas principales tal como son aplicadas para predecir el rendimiento académico en un 
ambiente tradicional, y después se revisa 56 artículos de investigación primaria sobre el tema. Se examina 
también otros 5 estudios de revisión que han precedido a éste en los últimos 5 años. Se conoce, éste es el 
primer artículo de revisión que está enfocado exclusivamente en la predicción del rendimiento académico 
en un ambiente tradicional. La clasificación es el método que más se usó en los estudios de investigación 
primaria, seguida por el agrupamiento y la minería de reglas de asociación. Se concluye que el éxito ex-
perimentado por investigadores en el extranjero al predecir el rendimiento académico puede replicarse en 
el Ecuador, siempre que se evite el exceso de confianza en los paquetes de software de minería de datos, 
y que no se subestimen las complejidades y la necesidad de la intervención humana involucrados en un 
proyecto de MDE. Asimismo, la escasez de experticia en el área de “Big Data” en el país tiene que empezar 
a ser resuelta.

Palabras Claves: MINERÍA DE DATOS EN LA EDUCACIÓN, PREDECIR EL RENDIMIENTO 
ACADÉMICO, AMBIENTE EDUCATIVO TRADICIONAL
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Introduction

Institutions of higher education 
(IHEs) are very focused on their stu-
dents’ academic performance (CES, 2016; 
IESALC, 2006; WCHE, 1998). Not only is 
this an accreditation and evaluation crite-
rion, but it is also at the heart of the in-
stitution’s contribution to successfully pre-
paring the next generation for their future 
ahead.

Students’ academic performance is 
measured by, among other things, course 
grades (Durairaj & Vijitha, 2014; Sweeney, 
Lester, & Rangwala, 2015), semester Grade 
Point Average (GPA) (Jacob, Jha, Kotak, & 
Puthran, 2015; Kolo, Adepoju, & Alhassan, 
2015), cumulative GPA (CGPA) and final 
GPA (Arsad, Buniyamin, & Manan, 2014; 
Tekin, 2014). Alternatively, an IHE is in-
terested in other academic success mea-
surements such as the dropout rate (Iam-
On & Boongoen, 2015), whether its grad-
uates go on to pursue a higher-level degree 
(Borkar & Rajeswari, 2013), and how long 
it takes its graduates to obtain employ-
ment (Ramanathan, Geetha, Khalid, & 
Swarnalatha, 2016).

Given the importance of academic 
performance and success, an IHE would 
benefit from being able to predict its stu-
dents’ future academic performance. This 
would allow the IHE to take corrective 

measures to assist its at-risk students and 
to enhance their chances of graduating, 
and to do so with better grades.

One way to predict academic perfor-
mance that is being explored by an increas-
ing number of IHEs is the use of data min-
ing techniques (Peña-Ayala, 2014). Data 
mining is the process of discovering useful 
patterns and trends in large data sets. Data 
mining in the field of education, known 
as Educational Data Mining (EDM), is a 
growing area of research (Shahiri, Husain, 
& Rashid, 2015). Educational data min-
ing (EDM) is concerned with developing, 
researching, and applying computerized 
methods to detect patterns in large collec-
tions of educational data. EDM can also be 
described as the application of data min-
ing techniques to data sets that come from 
educational environments to address im-
portant educational questions (Romero & 
Ventura, 2013).

There are three main research avenues 
in EDM (Romero, Ventura, Pechenizkiy, & 
Baker, 2011a): developing computational 
tools and techniques, finding education-
al stakeholders that could benefit from 
EDM, and determining what questions to 
ask of the data. Within the realm of deter-
mining which questions to ask, EDM has 
been applied, among other things, to the 
goal of predicting students’ academic per-
formance (Romero, Ventura, Pechenizkiy, 
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& Baker, 2011b).
The data sets that are available at 

IHEs providing education via a traditional 
classroom environment contain a range of 
student data, such as grades, attendance, 
socio-economic information, and high-
school transcripts (Aziz, Ismail, Ahmad, 
& Hassan, 2015). Additionally, IHEs pro-
viding internet-based distance education 
and other types of electronically-deliv-
ered education via Learning Management 
Systems and other means, collect vast 
amounts of data captured in server logs, 
where the student’s interaction with the 
learning environment can be traced in 
minute detail (Sheard, 2011). Due to the 
difference in volume and in the type and 
range of data between data sets from IHEs 
offering traditional educational environ-
ments, and those from IHEs offering elec-
tronically-delivered education, the EDM 
techniques that are used in each environ-
ment also vary.

This paper reviews the academic lit-
erature since 2011 for the application of 
EDM to predicting students’ academic 
performance in a traditional educational 
environment. This is still the most wide-
ly used education delivery medium, based 
mainly on face-to-face contact between 
educators and students through lectures, 
class discussion, small groups, and so 
forth (Romero & Ventura, 2013). To our 
knowledge, this is the first EDM survey 
article that examines the literature on the 
application of EDM to the prediction of 
academic performance only as it applies to 
traditional classroom environments.

Methodology. Research
questions

The research questions for this ar-
ticle were determined using the PICO 
(Population, Intervention, Comparison, 
Outcomes) criteria adapted by Kitchen-
ham & Charters (2007) from the medical 
field for use in the framing of research 
questions in software engineering. For 
examples of other studies using the PICO 

criteria, see Shahiri et al. (2015) and Bolaji 
(2015). The application of the PICO crite-
ria for this review is shown in Table 1.

Table 1. PICO criteria for research questions

Putting together the question ele-
ments arising from each one of the four 
criteria, then, the research question pur-
sued by this survey article is: how is EDM 
used to predict students’ academic perfor-
mance in a traditional educational envi-
ronment at IHEs? 

Literature search strategy

The core list of peer-reviewed articles 
and conference proceedings to be exam-
ined by this study was obtained by search-
ing the Scopus database for all English-
language documents dated 2011 or later 
using the following search strings:

• “educational data mining” (with 
quotes), and

• predict performance
The search was performed on August 

31, 2016. The list was subsequently pruned 
by discarding all documents that did not 
deal with a traditional education environ-
ment. The list was then supplemented with 
other articles on the subject from Google 
Scholar, Sci-Hub, and Google Search. 
The full text of all the documents on the 
resulting list was obtained. The final list 
contained 56 primary research journal ar-
ticles, book chapters and conference pro-
ceedings that dealt with applying EDM to 
predict academic performance in a tradi-
tional environment.

Additionally, five EDM survey arti-
cles and edited books were reviewed, and 
they are listed in Table 2.

Predicting academic performance in traditional environments
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Table 2. Survey literature reviewed

Educational data mining
in a nutshell

This section represents a back-
grounder on EDM, with an emphasis on 
those approaches, methods, and tech-
niques used for the prediction of academ-
ic performance in a traditional classroom 
environment. The following subsections 
are included:

• Knowledge discovery process with 
EDM: This subsection describes the way 
EDM ferrets out knowledge and insights 
from data from educational sources

• Classification overview: This sub-
section provides a description of the most 
important method to predict academic 
performance in EDM, classification

• Classification techniques: Here 
the most important techniques to classify 
a data set containing educational data are 
presented

• Other methods that classify: 
Finally, here other techniques are present-
ed that sometimes are used as classifiers.

Knowledge-discovery process 
with EDM

Combining the approaches dis-
cussed in Romero and Ventura (2013), 
and Larose and Larose (2015), the general 
knowledge-discovery process for an EDM 
project comprises the following steps:

1. Raw-data pre-processing 
2. Exploratory data analysis
3. Data mining
4. Interpretation of results

Raw-data pre-processing. The data 
contained in databases, whether of an ed-

ucational nature or not, is often incom-
plete and inaccurate; there may be obso-
lete or redundant fields, values may be 
missing, outliers may be present, the data 
may not be in a data-mining-ready form, 
or the values may defy common sense. 
These raw data need to be put through the 
steps of data cleaning, handling missing 
data, and data transformation. Depending 
on the data set, the data pre-processing 
step alone may account for some 10-60% 
of the time and effort for the entire EDM 
project (Larose & Larose, 2015; Romero & 
Ventura, 2013). Here are several ways to 
pre-process the data so it can be ready for 
the data mining step proper:

• Data cleaning: each field in the 
data set needs to be verified to make sure 
the values are correct. Incorrect values 
need to be fixed to the greatest degree pos-
sible

• Addressing missing data: For 
fields with gaps in their values, the miss-
ing values need to be supplied. This can 
be done by replacing the missing value(s) 
with some constant. For numeric fields, 
the missing values could be replaced by 
the field mean; for categorical values, the 
mode may be used. Another approach is 
to replace the missing values with a value 
generated at random from the observed 
distribution of the variable. Finally, miss-
ing values may be replaced with imputed 
values based on the other characteristics 
of the record

• Data transformation: This may 
involve normalizing numeric variables 
in order to standardize the scale of effect 
each variable has on the results. For some 
EDM algorithms, the data may need to 
be transformed to achieve normality. In 
other situations, categorical variables may 
need to be replaced with indicator vari-
ables (a variable than can take only two 
values, 0 or 1). Sometimes, numerical val-
ues may need to be partitioned into bins 
or bands for certain algorithms. Two other 
transformation techniques are feature ex-
traction and feature selection. In feature 
extraction, new attributes are produced by 
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transforming and combining the original 
ones. In feature selection, an optimal set of 
attributes is selected

Exploratory data analysis. When ap-
proaching an EDM problem, a data min-
ing analyst may already have an a-priori 
hypothesis regarding the relationships 
between the variables. For example, a hy-
pothesis may be that class attendance is 
a good predictor of a course’s final grade 
(target variable). In this case, the analyst 
would use standard hypothesis testing 
procedures. However, the analyst may 
not have a hypothesis about the data. 
Particularly when confronted with un-
known databases, an analyst may prefer to 
use Exploratory Data Analysis (EDA).

EDA allows the analyst to delve into 
the data set, examine the interrelation-
ships among the attributes, identify in-
teresting subsets of the observations, and 
develop an initial idea of possible associ-
ations among the predictors and the tar-
get variable. Graphs, plots, and tables of-
ten uncover important relationships that 
could indicate important areas for further 
investigation (Larose & Larose, 2015).

Data mining. Once the data has been 
properly pre-processed and the EDA has 
produced a hypothesis to be tested, then 
the analyst is ready to undertake the data 
mining proper. There are a number of 
methods that are part of the EDM toolkit, 
but the most important one to predict aca-
demic performance is classification, which 
will be explored below. Classification is the 
placing of an object into a class or category 
based on its other characteristics (Larose 
& Larose, 2015; Romero & Ventura, 2013).

Another method that is sometimes 
used when predicting academic perfor-
mance is estimation. Estimation is similar 
to classification, except that, for estima-
tion, we approximate the value of a nu-
meric target variable (rather than a cat-
egorical target variable, as is the case for 
classification) using a set of numeric and/
or categorical predictor variables. Because 
of the similarity between classification and 
estimation, estimation approaches will be 

discussed in conjunction with classifica-
tion ones below.

Finally, two other methods that will 
be covered as well are association and 
clustering. Association is the process of 
finding correlations between variables in a 
data set. Clustering is aimed at discovering 
the natural grouping structure of data.

Interpretation of results. Once the 
data have been put through the appropri-
ate EDM algorithms, it is important to do 
the following:

• We need to determine whether 
the project objectives and requirements 
have been met. For example, with the data 
available, if our hypothesis was that so-
cio-economic status is a statistically signif-
icant predictor of whether a student will 
graduate, were we able to prove this

• If we were not able to verify our 
hypothesis, we need to determine wheth-
er this is a problem. Do we go back to the 
drawing board and formulate a different 
hypothesis? Perhaps the technical strategy 
or modeling techniques that we followed 
to prove our hypothesis were not sound? 
Perhaps it is a data quality problem? Or 
is there a significant facet of the research 
problem that we did not account for?

• We need to ask ourselves, whether 
we proved or disproved the hypothesis, if 
the results are nevertheless useful. Do they 
allow us to draw inferences or conclusions 
that otherwise we would not have been 
able to draw?

• We need to evaluate what other av-
enues of research open up for us now that 
we have obtained the results that we have.

Classification overview

In classification, we place a target 
variable into categories based on numeric 
or categorical predictor (or explanatory) 
variables, based on a classification model 
called a classifier. For example, if the tar-
get variable is whether a student passes 
a course or not, the classifier will classify 
students taking the course in question into 
the two categories, pass or fail, based on 
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the appropriate explanatory variables such 
as grades from previous courses, mid-
term exam grade, and so forth.

The basic idea is a follows: first we 
need to choose a classification method, 
such as decision trees, Bayesian networks, 
or neural networks. Second, we need a 
sample of data where the values of the 
target variable are known for all subjects. 
The data is then divided into two parts, 
a training set and a test set. The training 
set is given to a learning algorithm, which 
will derive a classifier. The classifier is then 
tested with the test set, to see if the values 
of the target variable predicted by the clas-
sifier match the actual values of the target 
values for the subjects in the test set. If the 
classifier made too many mistakes, then 
we can change the settings of the learning 
algorithm, or use a different classification 
method (Hämäläinen & Vinni, 2011).

Typically, the learning task is an it-
erative process, where one has to try dif-
ferent data manipulations, classification 
approaches and algorithm settings before 
a good classifier is found. Here are a few 
considerations with regards to classifica-
tion.

Classification accuracy. Classification 
accuracy is measured by the classification 
rate (cr), which defines the proportion of 
correctly classified rows in the data set. 
The classification error (err) is the propor-
tion of misclassified rows in the data set. 
Thus, err = 1 – cr.

When the data set is the training set, 
the error is called the training error. If the 
data set has the same distribution as the 
entire population, the training error is a 
good estimate for the generalization error 
as well. This is seldom the case, however, 
in the educational domain. The training 
data sets are generally too small to capture 
the real distribution, and the classifier will 
therefore be biased. A common solution is 
to reserve a part of the data set as a test set 
(Hämäläinen & Vinni, 2011). 

Overfitting. Usually, the accuracy 
of the provisional model or classifier is 
not as high on the test set as it is on the 

training set, often because the provision-
al model is overfitting on the training set. 
Overfitting results when the provisional 
model tries to account for every possible 
trend or structure in the training data set 
(Larose & Larose, 2015). For example, a 
data set that was collected for predicting 
student success in a programming course 
contained one female student, who had 
good IT skills and self-efficacy, and knew 
the idea of programming beforehand, but 
still dropped out of the course. The mod-
el would be overfitting on the data set if 
it concluded that all female students with 
IT skills and self-efficacy would drop out 
of the course (Hämäläinen & Vinni, 2011).

There is an eternal tension in model 
building between model complexity (re-
sulting in high accuracy on the training 
set) and generalizability to the test and 
validation sets. Increasing the complexity 
of the model in order to increase the ac-
curacy on the training set eventually and 
inevitably leads to a degradation in the 
generalizability of the provisional model 
to the test set (Larose & Larose, 2015).

Overfitting is a critical problem in 
the educational domain because there 
are many attributes available to construct 
a complex model, but only a little data to 
learn it accurately. There are two things 
that we can do: (1) use simple classifica-
tion methods requiring fewer model pa-
rameters, and (2) reduce the number of 
attributes and their domains by feature 
selection and feature extraction.

The most commonly used feature ex-
traction technique is discretization. Here, 
the range of numeric values is divided 
into intervals, which will be used as new 
attribute values. In extreme cases, all attri-
butes can be binarized. Even if some in-
formation is lost, the resulting model can 
produce a more accurate classification. 
Generally, discretization smooths out the 
effect of noise and enables simpler models, 
which are less prone to overfitting.

Feature selection can be done by an-
alyzing the dependencies between the tar-
get variable or attribute and the explanato-
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ry attributes, with techniques such as cor-
relation analysis or association rules. For 
example, one can first learn a decision tree, 
and then use its attributes for a K-nearest 
neighbour classifier (Hämäläinen & Vinni, 
2011). 

Classification methods

This section introduces the most 
commonly used methods and algorithms 
for classification: decision trees, Bayesian 
classifiers, neural networks, nearest neigh-
bor classifiers, and support vector ma-
chines. Linear regression, though not a 
classification but an estimation method 
because the target variable is numeric, will 
also be covered here. 

Decision trees. Perhaps the most 
popular classification method involves 
the construction of a decision tree, a col-
lection of decision nodes, connected by 
branches, extending downward from the 
root node until terminating in leaf nodes. 
Beginning at the root node, which by con-
vention is placed at the top of the decision 
tree diagram, attributes are tested at the 
decision nodes, with each possible out-
come resulting in a branch. Each branch 
then leads either to another decision node 
or to a terminating leaf node.

As an example, a recent study (Al-
Barrak & Al-Razgan, 2016) used a deci-
sion tree to predict the final GPA from 
grades for all mandatory courses in their 
curriculum: Computer Architecture, 
Software Engineering 2, and Information 
Security. After running the algorithm on 
these courses, the Information Security 
Course became the root node; the next 
node down was Computer Architecture. 
Software Engineering 2 did not appear at 
all on the resulting decision tree. The clas-
sification result is shown in Fig. 1. This re-
sult tells us, for example, that if a student 
gets a C in Information Security and a B 
in Computer Architecture, his final GPA 
is predicted to be “Very good”.

 

Fig. 1. Classification result yielded by 
J48 decision tree to predict students’ final 
GPA from grades in three mandatory cours-
es (Al-Barrak & Al-Razgan, 2016)

Decision trees have many advantages: 
they are easy to understand, they can han-
dle both numeric and categorical variables, 
they can classify new examples quickly, 
and they are flexible. The main restriction 
of decision trees is the assumption that all 
records can be deterministically classi-
fied into exactly one class. As a result, all 
inconsistencies are interpreted as errors. 
Another problem is that decision trees are 
very sensitive to overfitting, especially in 
small data sets. Often overfitting can be 
avoided if we learn a collection of decision 
trees and then average their predictions. 
This approach is called model averaging or 
ensemble learning (Hämäläinen & Vinni, 
2011).

Bayesian classifiers. In the field of sta-
tistics, there are two main approaches to 
probability. The usual way probability is 
taught in most typical introductory statis-
tics courses, represents the frequentist or 
classical approach. In the frequentist ap-
proach to probability, the population pa-
rameters are fixed constants whose values 
are unknown. These probabilities are de-
fined to be the relative frequencies of the 
various categories, where the experiment 
is repeated an indefinitely large number of 
times. For example, if we toss a fair coin 
10 times, it may not be very unusual to 
observe 80% heads; but if we toss the fair 
coin 10 trillion times, we can be fairly cer-
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tain that the proportion of heads will be 
near 50%. It is this long-run behavior that 
defines probability for the frequentist ap-
proach.

However, there are situations for 
which the classical definition of proba-
bility is unclear. For example, what is the 
probability that a student will flunk a giv-
en course? In the frequentist approach to 
probability, the parameters are fixed, and 
the randomness lies in the data, which are 
viewed as a random sample from a given 
distribution with unknown but fixed pa-
rameters.

The Bayesian approach to probabil-
ity turns these assumptions around. In 
Bayesian statistics, the parameters are 
considered to be random variables, and 
the data are considered to be known. The 
parameters are regarded as coming from 
a distribution of possible values, and 
Bayesians look to the observed data to 
provide information on likely parameter 
values (Larose & Larose, 2015).

Bayesian classifiers are a classification 
technique based on Bayes’ Theorem with 
an assumption of independence among 
predictors. The variant of this technique 
that is by far the most frequently used in 
EDM is the Naïve Bayes model. In simple 
terms, a Naïve Bayes classifier assumes 
that the presence of a particular feature 
in a class is unrelated to the presence of 
any other feature. For example, a fruit may 
be considered to be an apple if it is red, 
round, and about 3 inches in diameter. 
Even if these features depend on each oth-
er or upon the existence of the other fea-
tures, all of these properties independently 
contribute to the probability that this fruit 
is an apple, and that is why it is known as 
‘Naïve’ (Ray, 2015).

For an example of the use of the Naïve 
Bayes model as a classification technique, 
see Aziz et al. (2015). 

Neural networks. Artificial neural 
networks are very popular in pattern rec-
ognition. Still, they can be problematic 
when applied to educational data, unless 
we have a lot of numeric data, and know 

exactly how to train the model.
Feed-forward neural networks 

(FFNNs) are the most widely used type of 
neural networks. The FFNN architecture 
consists of layers of nodes: one for input 
nodes, one for output nodes, and at least 
one for hidden nodes. The most general 
model contains just one hidden layer.

The learning algorithm is an essential 
part of the neural network model. Even if 
neural networks can represent any kind of 
classifiers, we are seldom able to learn the 
optimal model. The learning is computa-
tionally difficult, and the results depend 
on several open parameters such as the 
number of hidden layers, number of hid-
den nodes in each layer, initial weight, and 
the termination criterion. The selection of 
the network topology and the termination 
criterion are especially critical, because 
neural networks are very sensitive to over-
fitting. Unfortunately, there are no fool-
proof instructions, and the parameters 
have to be determined by trial-and-error.

FFNNs have several attractive fea-
tures: they can easily learn nonlinear 
boundaries, and in principle they repre-
sent any kind of classifiers. Additionally, 
FFNNs are robust to noise, and can be up-
dated with new data.

Their main disadvantage is that 
FFNNs need a lot of data, much more 
than what educational data sets typically 
contain. They are very sensitive to overfit-
ting, and the problem is even more critical 
with small training sets. The data should 
be numeric, and categorical data must be 
somehow quantized before it can be used. 
This increases the model complexity, and 
the results are sensitive to the quantization 
method used.

The neural network model is a black 
box, and it is difficult for people to un-
derstand the explanations for the out-
comes. Additionally, neural networks are 
unstable, and the expertise of the analyst 
is critical for success with this method 
(Hämäläinen & Vinni, 2011).

For an example of the use of neural 
networks, see Musso, Kyndt, Cascallar, 
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and Dochy (2013).
K-nearest neighbor classifiers. 

K-nearest neighbor classifiers represent a 
different approach to classification. They 
do not build any explicit global model, but 
approximate it only locally and implicitly. 
The main idea is to classify a new object 
by examining the target variable’s val-
ues (or categories) of the K most similar 
data points. The selected value can be ei-
ther the most common value among the 
neighbors, or a value distribution in the 
neighborhood. The only learning task in 
K-nearest neighbor classifiers is to select 
two important parameters: the number of 
neighbors K, and the distance metric d.

The nearest neighborhood classifiers 
have several advantages: there are only 
two parameters to learn or select, the clas-
sification accuracy can be very good in 
some problems, and the method is quite 
tolerant of noise and missing values.

The main disadvantage is the difficul-
ty to select the distance metric. The lack of 
an explicit model can be either an advan-
tage or a disadvantage. On the plus side, 
there is no need to update the classifier 
when new data are added. On the other 
hand, if the data set is large, we need some 
index to find the nearest neighbors effi-
ciently. Furthermore, an explicit model is 
useful for human evaluators and designers 
(Hämäläinen & Vinni, 2011). 

For an example of the use of K-nearest 
neighbor classifiers, see Gray, McGuinness, 
& Owende (2014).

Support vector machines. Support 
Vector Machines (SVMs) are an ideal clas-
sification method when the class boundar-
ies are nonlinear, but there is too little data 
to learn complex nonlinear models. The 
underlying idea is that when the data is 
mapped to a higher dimension, the classes 
become linearly separable.

The main advantage of SVMs is that 
they always find the global optimum. 
Another benefit is that the accuracy does 
not depend on the dimensionality of data. 
Moreover, the system is very robust to 
overfitting. This is an important advan-

tage when the boundaries between the 
target variable’s values are nonlinear. Most 
other classification methods produce, for 
nonlinear boundaries, models that are too 
complex.

SVMs, however, have the same re-
striction as neural networks: the data 
should be continuous numerical, or quan-
tized; the model is not easily interpreted, 
and selecting the appropriate parameters 
can be difficult. Outliers can cause prob-
lems, because they are used to define the 
boundaries between the target variable’s 
values (Hämäläinen & Vinni, 2011). 

For an example of the use of SVMs, 
see Fernández-Delgado, Mucientes, 
Vázquez-Barreiros, & Lama (2015). 

Linear regression. Linear regression, 
an estimation rather than a classification 
method, nevertheless works well as a clas-
sifier when all attributes are numeric. For 
example, if passing a course depends on a 
student’s accumulated points, the points 
can be predicted by linear regression.

In linear regression, the assumption 
is made that the target variable (e.g., total 
points) is a linear function of other, mutu-
ally independent attributes. The model is 
very flexible and can work well, even if the 
actual dependency is only approximately 
linear or the other attributes are weakly 
correlated. The reason is that linear regres-
sion produces very simple models, which 
are not as prone to overfitting as more 
complex models. However, the data should 
not contain large gaps (empty areas), and 
should have few outliers (Hämäläinen & 
Vinni, 2011).

For an example of the use of linear re-
gression, see Jacob et al. (2015). 

Other methods that also classify

Data mining methods may be cate-
gorized as either supervised or unsuper-
vised. In unsupervised methods, no target 
variable is identified as such. Instead, the 
data mining algorithm searches for pat-
terns and structures among all the vari-
ables. The classification method that we 
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dealt with in the previous two sections is 
an example of what is called a supervised 
method (Larose & Larose, 2015). The tar-
get variable was clearly defined as that 
which we wanted to predict, whether fi-
nal GPA, course grades, or which students 
were at risk of dropping out of school.

Another approach to predicting ac-
ademic success is through unsupervised 
methods. Through these unsupervised 
methods, such as clustering, association 
rule mining, and others, we gather stu-
dent data of different types: demographic, 
academic, student activities and others, 
without specifying any particular target 
variable. A clustering algorithm, using a 
pre-determined number of clusters, say 
three, can then examine the data to see 
how students should be grouped accord-
ing to the available data. A study (Harwati 
& Alfiani, 2015) found that the application 
of a clustering technique in the scenario 
just described led to three distinct classes 
that strongly correlated with the students’ 
performance level. The three groups then 
were low-performing students, average 
students, and high-performing ones. For 
more details, see Harwati & Alfiani (2015).

Clustering then becomes a form of 
unsupervised classification.

Association rules mining is another 
popular data mining task. It discovers rela-
tionships between attributes in databases, 
producing if-then statements concerning 
attribute values (García, Romero, Ventura, 
de Castro, & Calders, 2011). Association 
rule mining can be applied in either a su-
pervised or an unsupervised manner. In 
some scenarios, one may simply be in-
terested in which attributes go together, 
in which case no target variable would be 
identified.

Some data sets, however, are natural-
ly structured so that a particular variable 
fulfills the role of a consequent, and not an 
antecedent. For example, in the education-
al domain, we may have a course grade, 
and a prerequisite course’s grade, among 
other attributes. In this case, associa-
tion rules could be mined from this data 

set, where the prerequisite course’s grade 
could represent a possible antecedent, and 
the course grade could represent the single 
consequent of interest. In this way, associ-
ation rules could be used to help classify 
students’ academic performance in a giv-
en course, in a supervised learning process 
(Larose & Larose, 2015). Thus, although 
association rules are generally used for un-
supervised learning, they may also be ap-
plied for supervised learning for a classi-
fication task. For an example of the use of 
association rules mining as a classification 
technique, see Borkar & Rajeswari (2014).

Literature review

Analysis of primary-research articles
The following information was gath-

ered from the 56 primary-research articles 
that we reviewed for this study:

• The target variable representing 
what was being predicted

• The predictor variables
• The main EDM method(s) and 

technique(s) that were used
• The data mining software that 

was used, if known (WEKA, SPSS, and so 
forth)

The resulting data are presented in 
table 3.

The types of target variables that were 
used in the studies listed in Table 3 are 
summarized in Table 4. A summary of the 
predictor variables used in these articles 
is presented in Table 5. The main meth-
ods and techniques used in these studies 
is shown in Table 6. Finally, the software 
used to run the various methods and tech-
niques is presented in Table 7.
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Table 3. Primary-research articles reviewed in this study
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Table 4. Target variables used in the 
primary-research articles reviewed

Table 5. Predictor variables used in 
the primary-research articles reviewed

Table 6. Main EDM method used in 
the primary-research articles reviewed

Table 7. Software used in the prima-
ry-research articles reviewed

Analysis of review articles

The five review articles listed in Table 
2 were examined. All of these articles sur-
veyed the entire EDM field. Instead of just 
looking into predicting academic perfor-

mance, they also examined articles deal-
ing with other EDM goals (Romero et al., 
2011b), such as:

• Communicating to stakeholders, 
such as administrators and educators

• Maintaining and improving cours-
es

• Student modeling, i.e., detecting 
students’ states and characteristics such 
as motivation or learning progress, or cer-
tain types of problems such as gaming the 
system or inefficient exploration or use of 
resources

Moreover, instead of just looking at 
the traditional classroom environment, 
these review articles explored other learn-
ing environments and modalities, such as:

• Learning management systems
• Intelligent tutoring systems
• Adaptive and intelligent hyperme-

dia systems
• Test and quiz systems
The key findings of these review arti-

cles are listed in Table 8. This table also in-
cludes the number of studies surveyed by 
the review article that related to predicting 
academic performance, where it was pos-
sible to glean this information. It was not 
possible to isolate either the number of ar-
ticles or the key findings for a traditional 
classroom environment only from these 
review articles.

Conclusions

Predicting students’ academic per-
formance continues to be one of the most 
popular goals for EDM. Judging from the 
number of primary-research studies on 
the topic listed for the review articles we 
surveyed, the trend line shows that the 
number of articles devoted to this subject 
has steadily increased. From a local per-
spective, our anecdotal evidence is that 
this is a topic of great interest to the ac-
ademic administrators at the Universidad 
Técnica del Norte and other Ecuadorian 
universities.

The EDM methods and techniques 
that we have explored in this paper, when 
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tioned by Slater, Joksimovi, Kovanovic, 
Baker, and Gasevic (2016).

Nevertheless, these successes not-
withstanding, EDM, and data mining in 
general, are easy to do badly. Researchers 
may apply inappropriate analyses to data 
sets that call for a completely different ap-
proach, for example, or models may be 
derived that are built on tenuous assump-
tions. Therefore, an understanding of the 
statistical and mathematical model struc-
tures underlying the software is required.

Unfortunately, there will continue to 
be a shortage of talent necessary for or-
ganizations to take advantage of the large 
volumes of data they have collected over 
the years (Gershkoff, 2015). People with 
deep expertise in statistics and machine 
learning are particularly expected to be 
in short supply. Another caveat is the ten-
dency to rely on software as a substitute 
for human oversight. Humans need to be 
involved at every phase of the data mining 
process. The very power of the formidable 
data mining algorithms embedded in soft-
ware packages such as WEKA makes their 
misuse proportionately more dangerous 
(Larose & Larose, 2015).

The studies that we have reviewed 

Table 8. Review articles and their key findings

properly applied, can achieve high rates of 
success. In particular, from the analysis of 
the papers we have reviewed, we conclude 
that the researchers have been able to suc-
cessfully predict academic performance 
using a broad swath of:

• Target variables: various forms of 
GPA, course grade, pass/fail determina-
tions, and even job placements, winning 
scholarships, or a student’s potential

• Predictor variables: academic and 
non-academic data, although the prepon-
derance of success occurs with academ-
ic-type data, whether alone or in combi-
nation with other factors

• EDM methods: although classifi-
cation has been used in the lion’s share of 
studies, other methods such as clustering, 
association rule mining, linear regression, 
machine learning, and matrix factoriza-
tion have also been successfully tried

• Software packages: WEKA (https://
goo.gl/cnqEGq) is clearly the software 
package of choice; yet, a large minority 
of researchers did not identify the soft-
ware they used, without giving a reason. 
Three of the tools that did get mentioned 
(WEKA, SPSS, RapidMiner) are the three 
top tools in terms of functionality men-
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represent the experiences of researchers 
from a broad cross-section of nationali-
ties and perspectives, and in all cases the 
methods and techniques that we have 
described have reliably yielded positive 
results. The expectation then will be that 

as future studies attempt to replicate in 
Ecuador what has been done abroad, the 
high prediction success rates that have 
been attained elsewhere will also materi-
alize here. )
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