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PALABRAS CLAVE

RESUMEN

Redes, Las redes definidas por software (SDN) han llegado para flexibilizar y agili-
andlisis, ey o . oz . .,

MPLS. zar los entornos de red, permitiendo la administraciéon mediante la separacion
ig;yi‘gzN’ del plano de control y el plano de reenvio, teniendo la capacidad de adaptar
GNS3, una red rapidamente a entornos cambiantes. Por su parte, las redes de Conmu-

calidad de servicio.

tacién Multiprotocolo por Etiqueta (MPLS) gestionan el trafico mediante un
mecanismo de conmutacién de etiquetas, lo que les confiere ventajas clave en
entornos empresariales. Esta investigacion analiza comparativamente el rendi-
miento de las redes de drea amplia definidas por software (SD-WAN) y las redes
de Conmutacién Multiprotocolo por Etiqueta (MPLS) centrdndose en evaluar
pardmetros criticos como latencia, variacién de retardo (jitter), ancho de banda
y pérdida de paquetes. Para el analisis se ha planteado diferentes escenarios de
simulacidén, a los cuales se les ha generado una carga controlada de trafico, los
resultados de cada carga generada se envian a una base de datos, a su vez esta
base de datos conecta con grafana, que permite la facil visualizaciéon de datos
mediante graficos.

KEYWORDS ABSTRACT
Netfvoyks, Software-Defined Networks (SDN) have emerged to enhance flexibility and agi-
analysis,

quality of service,

metrics,
GNS3.

lity in network environments by enabling management through the separation of
the control plane and the forwarding plane. This separation allows networks to
quickly adapt to changing environments. Meanwhile, Multiprotocol Label Swit-
ching (MPLS) networks manage traffic using a label-switching mechanism, pro-
viding key advantages in enterprise environments. This research comparatively
analyzes the performance of Software-Defined Wide Area Networks (SD-WAN)
and Multiprotocol Label Switching (MPLS) networks, focusing on critical pa-
rameters such as latency, jitter, bandwidth, and packet loss. For the analysis,
different simulation scenarios have been designed, each subjected to a controlled
traffic load. The results of each generated load are sent to a database, which is
then connected to Grafana, allowing for easy data visualization through graphs.
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1. Introduccion

La innovacién en servicios digitales, asi como la facilidad de acceso a ellos, ha permitido una generacién exponencial de
datos e informacién provocando sobrecarga en las redes [1]. En la actualidad, existe una gran variedad de aplicaciones,
las cuales requieren una gran cantidad de recursos en equipos de red al generar simultdaneamente mucho tréafico, por
lo que el ancho de banda debe utilizarse de forma eficiente [2].

En las ultimas décadas se ha visto un incremento significativo en servicios de tiempo real, por lo que los proveedores
de servicios de internet han tenido que tomar medidas para brindar un servicio confiable y de calidad. Se han realizado
una serie de investigaciones para el desarrollo de diferentes mecanismos y técnicas que permitan el uso eficiente de los
elementos de red, minimizando la pérdida y retraso de paquetes [3]. MPLS (Conmutacién de Etiquetas Multiprotocolo)
ha sido la solucién de muchas interrogantes, ya que es una tecnologia que ofrece la posibilidad de transferencia de
informacién a altas velocidades [2], por lo que la actual solucién integrada de enrutamiento IP/conmutacién es una
de las mejores aplicaciones de la tecnologia MPLS [4].

En MPLS, las sucursales zonales se conectan a los centros de datos mediante enrutadores. El trafico de origen a
destino se envia y recibe mediante métodos de direccionamiento TCP/IP [5]. Esta arquitectura es ideal para redirec-
cionar el trafico desde y hacia los centros de datos a las sucursales zonales. Con la evolucién de la computacién en la
nube, el patrén de trafico cambié por completo y el modelo MPLS no era compatible con el nuevo patréon de trafico
basado en aplicaciones en la nube [2].

Los métodos de enrutamiento convencionales presentan numerosos desafios practicos. La arquitectura SD-WAN
disocia la gestién y el control de la red del hardware fisico, lo que permite un plano de control centralizado basado en
software [6], dando como resultado una arquitectura con tres componentes clave como el SD-WAN Edge, SD-WAN
Controller, y SD-WAN Orchestrator como se ve en la Figura 1.

SD-WAN Orchestator

SD-WAN Controller

SD-WAN Edge

Figura 1: Arquitectura SD-WAN.

Esta red virtualizada opera como una capa adicional sobre hardware de bajo costo, mientras que controladores
centralizados gestionan el plano de control. Su infraestructura IP virtual segura permite la segmentacién del tréfico,
el enrutamiento y la difusién de rutas. Ademds, incorpora autenticacién y cifrado para garantizar la seguridad de los
datos del usuario [7, 8]. La combinacién del plano de control, el plano de datos y la estructura IP virtual proporciona
una red robusta, segura y escalable [9, 10].

SD-WAN se aplica ampliamente para la interconexién de redes en varios escenarios, ISP, interconexién de centros de
datos, soluciones en la nube e internet de las cosas [11]. En comparacién con WAN tradicionales, SDWAN es superior
y més econémico, teniendo una implementacién, administracién y mantenimiento més dgil [11, 12].

Este trabajo esta estructurado en cuatro secciones. En la segunda seccion, se describen las herramientas y redes
utilizadas en la simulacién, junto con el andlisis correspondiente a cada eleccién. En la Figura 2 se destaca la secuencia
del flujo de informacién y el desarrollo de la implementacién: una vez que las topologias estén operativas, se utilizard
Python para generar una carga de tréafico en las redes. Los resultados obtenidos se almacenardan en una base de datos
que es influx-db, la cual estard vinculada a una herramienta que facilitara su visualizacién de manera sencilla como lo
es grafana.
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Figura 2: Flujo de datos en la simulacién.

En la seccién tres se analizan los resultados obtenidos de las pruebas realizadas para cada topologia de red, con el
respaldo de los graficos generados en grafana, y por iltimo en la etapa final que corresponde a la cuarta seccién, se
tiene la seccién de bibliografia que respalda el desarrollo de este trabajo.

2. Metodologia

2.1. Metodologia de investigacion

El presente trabajo utiliza el método inductivo que se basa en la observacion y experimentacién, construyendo una
comprensién sélida de los conceptos involucrados, también se usa el método analitico para entender las diferentes
métricas de rendimiento, y el método experimental, donde con el uso de diferentes herramientas se establecieron las
configuraciones necesarias en los ambientes de simulacion.

2.2. Herramientas

Emuladores. Se realizé6 un andlisis detallado de diferente software para simulacién y emulaciéon de redes de datos,
teniendo como principales opciones cisco packet tracer, el cual es un simulador; tenemos gns3, eve-ng y mininet, que
son emuladores, entendiéndose que un emulador lo que hace es ejecutar una copia exacta de un Sistema operativo real,
permitiendo tener resultados cercanos a entornos de implementacién, como se ve en la Tabla 1.

Tabla 1: Comparacién de software para simulacién y emulacién.

Caracteristicas Cisco Packet Tracert GNS3 EVE-NG Mininet
Simulador Si Si Si Si
Emulador No Si Si No
Open Source No Si Si Si
Interfaz de usuario (GUI) Si Si Si No
Multiplataforma No Si Si Si
Programabilidad No Si Si Si
Controladores admitidos No Si Si Si
Herramientas de trafico No Si Si Si
Escalabilidad No Si Si Si
Compatibilidad con Dynamips  No Si Si No
Complejidad Bajo Media Alto Alto
Programabilidad No Si Si Si
Documentacién Si Si Si Si
Requiere Maquina Virtual No Si Si No

Memoria RAM 4 Gb 4 Gb 4 Gb 2 Gb
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GNS3 es un software (Graphical Network Simulator-3), un simulador que permite disenar, construir y emular redes
de datos, tiene su notabilidad ya que es una herramienta de software libre, que permite la integracién de diferentes
marcas de fabricantes, como Cisco, Mikrotik, Fortinet, entre otros [13].

Controladores SD-WAN. Los controladores SD-WAN son elementos que permiten el control, administracién y
gestion de politicas y servicios. En la Tabla 2 se muestra el resultado de la revision y aspectos clave en cuanto a estos
controladores [14].

Tabla 2: Controladores SD-WAN

Caracteristicas Cisco vManage Cisco Meraki VMware Velo- Juniper Contrail Fortimanager
cloud SD-WAN SD-WAN

Proveedor Cisco Cisco VMware Juniper Networks Fortinet

Interfaz de usuario Web Web ‘Web Web, CLI Web, CLI

Api Restful Restful Restful Restful Restful

Lenguaje Js, Python Js Js, Python Java, Python C++4, Python

Multiplataforma Si Si Si Si Si

Seguridad Si Si Si Si Si

Analisis y reporte Si Si Si Si Si

Consumo de recursos Alto Bajo Medio Alto Medio

Componentes Adicional Cisco Vbond, Vedge, No Orchestrator, Gate- Gateway, Orchestra- Fortigate, Fortiana-
Vsmart way tor lizer

Dificultad de configuracién  Alto Bajo Medio Medio Medio

Virtualizacién Si No Si Si Si

Fortimanager con el Sistema operative FortiOs, es la herramienta que permite la administracién de forma centra-
lizada de productos Fortinet, siendo una eleccién idénea por su documentacién detallada y la capacidad de operar sin
la necesidad del controlador Fortimanager.

MPLS: Existen varios fabricantes de equipos que trabajan con el protocolo MPLS, ademés de ello permiten la simu-
lacion de sus sistemas operativos con software como GNS3. A continuacién, se detalla en Tabla 3 algunos fabricantes
que trabajan con MPLS.

Tabla 3: Fabricantes de equipos con MPLS.

Caracteristicas Cisco IOS XR Juniper Junos Mikrotik Route- Huawei (VRP)
rOs

Proveedor Cisco Juniper Mikrotik Huawei

GUI Si Si Si Si

Multiplataforma Si Si Si Si

Escalabilidad Alta Alta Alta Alta

Soporte de scripts Python Python Python, Winbox  Python, Shell
scripts

Documentacion

Facilidad de uso

Memoria

Componentes adicionales

Virtualizacién

Extensa, profesional

Alta y requiere co-
nocimiento especia-
lizado

16GB
Si
Si

Detallada y estruc-
turada

Alta y familiaridad
con Junos

512MB
No
Si

Amplia y facil de en-
tender

Alta e intuitiva con
Winbox

352MB
No
Si

Amplia y detallada

Alta y requiere co-
nocimiento Huawei

2Gb
No
Si

Mikrotik RouterOS permite la facil integraciéon con simuladores como GNS3, ademds su facil integracién con la
herramienta Winbox, que permite la configuracién de manera grafica, haciendo de esto una solucién llamativa para el
presente trabajo.

Bases de datos: La base de datos es un punto muy central en el presente trabajo, para lo cual se consideraron
algunas soluciones para este tema, teniendo a influxDB como la solucién més apropiada, por ser una base de serie
temporal con capacidad de gestionar y almacenar datos de alta frecuencia de manera eficiente, como son las métricas
de monitoreo obtenidas. Se presenta en la Tabla 4 una comparativa relacionada con bases de datos.
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Caracteristicas

Relacional

No relacional

Serie Temporal

Modelos de datos
Esquema

Lenguaje de consulta

Escalabilidad
Transacciones

Usos Tipicos

Ejemplos de SGBD

Ordenados por filas, colum-
nas y tablas

Estructura rigida y predefi-
nida

SQL (Structured Query Lan-
guaje)

Escalabilidad vertical

Soporte completo (ACID)

Aplicaciones empresariales,
sistemas de gestion de datos

MySQL, Oracle, PostgreSQL

Clave-valor, documentos
Flexible y dindmico

Diferentes lenguajes de con-
sulta

Escalabilidad vertical

Varia en el uso de transaccio-
nes

Aplicaciones web, grandes
volimenes de datos no es-
tructurados o semiestructu-
rados

MongoDB, Casandra, Redis

Datos ordenados por tiempo

Optimizado para datos tem-
porales

SQL para serie temporal o
lenguajes especificos de con-
sulta (InfluxDB)
Escalabilidad horizontal y
optimizada

Optimizado para inserciones
rapidas

Andlisis de series tempora-
les, IOT, finanzas, ciencia de
datos

InfluxDB, Prometheus, Ti-
meScaleDB

Visualizacion de datos: En el andlisis de una herramienta completa para el monitoreo y visualizacion de la red
SD-WAN y MPLS, se identificaron algunas opciones como las que se observan en la Tabla 5, donde se determina
que Grafana proporciona una visualizacién de grandes cantidades de datos, esto sumado a la integracién con diversas
herramientas como InfluxDB y Python, lo hacen ideal para el propédsito de este trabajo.

Tabla 5: Software de monitoreo

Caracteristicas

Zabbix

Grafana

Nagios

Funcién principal

Tipo de software

Interfaz de usuario
Escalabilidad

Protocolo de comunicacién

Monitoreo y recoleccién de datos
de redes, servidores y aplicacio-

nes

Server y agente
Web y CLI

Si

SNMP, IPMI, JMX, SMTP

Integracién con otras herramientas Si

Multiplataforma
Documentacién
Memoria RAM

Si
Si
8Gb

de monitoreo

Servidor
‘Web

Si

HTTP y API
Si

Si

Si

4 Gb

Visualizacién y andlisis de datos

Monitoreo y recoleccién de datos
de sistemas, redes y aplicaciones

Servidor

Web

Si

SNMP, HTTP, SMTP, FTP
Si

Si

Si

1 Gb

2.3.

Diseno de escenarios

Se plantearon tres escenarios de prueba en el presente trabajo, en cada escenario se implementé MPLS con SD-WAN,
las herramientas usadas para la simulacién fueron descritas en las tablas anteriores, la implementacion fue configurada
bajo parametros especificos y asi poder evaluar el comportamiento de las redes bajo una carga de trafico determinada.

Para los diferentes escenarios de la red MPLS los equipos etiquetados con “LSR” y “LER” son enrutadores y la
etiqueta “T'SBD” es la base de datos de serie temporal. Por otro lado, para los escenarios SD-WAN, la etiqueta “Zona”
y “Central” hace referencia a enrutadores y finalmente en la red mixta SD-WAN y MPLS, el equipo “ESW” es un
switch Ethernet de capa 3 para interconectar segmentos de red.

Topologia Estrella MPLS: La presente topologia consta de 5 enrutadores, 4 switch, 2 navegadores y 1vpc, adicional
1 maquina virtual con Linux para la carga de tréfico; cada enrutador tiene MPLS funcionando, también esta presente
la base de datos con grafana. En las Figuras 3 y 4 se muestra la topologia y un fragmento de las configuraciones

realizadas.
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webterm11
Switch3

=

Figura 4: Interfaces agregadas al protocolo MPLS y LDP del nodo LSR2

Topologia malla MPLS. Este escenario cuenta con cinco enrutadores, 4 switch, un navegador tipo webterm, 3vpc,
y una maquina virtual Linux, la variante de la topologia anterior es el niimero de conexiones de cada router como se
ve en las Figuras 5 y 6.

o

LSR_2 LSR_3

Figura 5: Topologia MPLS en malla
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MPLS =B
LDP Inteface  LDP Neighbor = Accept Fiter Advettise Fiter ~Forwarding Table ‘ MPLS Intefface Local Bindings = Remote Bindings

Find

[in Label / [Out Labels [Interface [Nexthop [ Destinati [Bytes  [Packets |Hw.Bytes |Hw.Pack...[|~

..explnull 0B 0 0B [
L. LSR2_ethers 171168202 191.168.20.0/24 0B 0 0B 0

L 17 LSR1_ether4 171168102 10222 0B 0 0B i

L 18 LSR4_ether7 171168402 175.168.30.0/24 0B 0 0B 0

L 19 LSR1_ether4 171168102 175.168.10.0/24 0B 0 0B 0

L 20 LSR2_ether5 171168202 10333 0B 0 0B 0

L 21 LSR1_ether4 171168102  191.168.10.0/24 0B 0 0B 0

L 2 LSR4_ether7 171168402  191.168.40.0/24 0B 0 0B 0

L 2 LSR2_ether5 171168202 175.168.20.0/24 0B 0 0B 0

L 24 LSR4_ether7 171168402 175.168.40.0/24 0B 0 0B 0

L 25 LSR4_ether7 171.168402 10555 0B 0 0B 0

L 2 LSR3_ethers 171168302 10444 0B 0 0B 0

L 27 LSR3_ethers 171168302 191.168.30.0/24 0B 0 0B 0
13items

Figura 6: Estado de tabla de reenvio del protocolo MPLS en la topologia malla

Topologia Estrella Red SDWAN: Esta topologia consta de 5 enrutadores, 4 switch, 1 navegador web, 2vpc, la base
de datos y una maquina virtual Linux. La Figura 7 se muestra el diagrama de la topologia, mientras que la Figura 8,
las configuraciones realizadas.

PC31
Zona_4 switch13

PC30 Zona_1
mE 2= a2"a = N
Central_1 TSDB2
lnhe:m -/
2" P
(ry)
u v =
Debian3 . ) Zona_2 \ Zona_3 witchy  Webterm30
5 ) AN 1 1
n—-@o—O- | |
= umy umy

Figura 7: Topologia SDWAN estrella

Name Source Destination Schedule | Service Action NAT Security Profiles Log Bytes
[=] B Zona1 (port4) & SD_Fortinet €)
SalidaZonal Jall Bal Paways QAL v ACCEPT @ Enabled no-inspection 0 UTM 8162kB
| Wzncpos ADfeit0 |
SalidaZons2 el Bal Maweys QAL v ACCEPT @ Enabled ﬂ no-inspection 0 UTM 362438
SidaZonad Jal Rl Bawys TAL  vACEPT Ofnabed [EMnoingpecin OUM 556748
Salidazonad R all Bal Oaways QAL v ACCEPT @ Enabled E noinspection 0 UTM 0B

Figura 8: Configuracién de firewall policy en SD-WAN estrella

Topologia malla red SDWAN: Esta topologia consta de 5 enrutadores, 4 switch, 3vpc, 1 navegador web, una
maquina Linux; la diferencia con la topologia anterior, son las conexiones por cada router. La Figura 9 muestra el
diagrama de la topologia, mientras que la Figura 10, las configuraciones realizadas.
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Figura 9: Topologia SDWAN malla
Name = Details = ‘ Interface =

[=] 1P Range/Subnet @

& FABRIC_DEVICE 0.0.0.0/0

& FIREWALL_AUTH_PORTAL_ADDRESS  0.0.0.0/0

& LAN 194.168.20.0/24 [ LAN (port9)

= ﬂedundncyZonal 181.168.10.0/24 Je RedundancyZonal

SSLVPN_TUNNEL_ADDR1 10.212.134.200- 10.212.134.210 (@ SSL-VPN tunnel interface (ssl.root)

= all 0.0.0.0/0

& none 0.0.0.0/32
[E] Interface Subnet @

I3 RedundancyZonal address 181.168.10.0/24 de RedundancyZonal

I3 RedundancyZona3 address 181.168.20.0/24 de RedundancyZona3

Figura 10: Configuracién de address en la zona 2 para la red SD-WAN malla

Escenario mixto con SDWAN Y MPLS: Se planteé el disefio de una topologia mixta que combine SDWAN Y MPLS,
teniendo un enfoque hibrido, donde el equipo “ESW” es un switch Ethernet de capa 3 para interconectar segmentos
de red, ademsds el enlace entre LER_3 y CENTRAL_3 es activo, tal como se muestra en la Figura 11.

Internet2 ESW TSDB4 PC60
VPCS
Zona_A Switch18
AER £ webterm60
H =
umw
Switch19 bian6
cl
AER
- - - A.'
unmw AR
Zona_B

Figura 11: Topologia MPLS y SDWAN

3. Resultados

Para el analisis se realizaron diferentes pruebas de trafico con Python y la libreria ping3, midiendo la latencia, jitter,
paquetes perdidos, BER, consumo de ancho de banda, tasa de bits, paquetes enviados, tiempo de procesamiento, de
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donde se obtuvieron los siguientes resultados tabulados desde la base de datos influx-db en conjunto con Grafana para
las diferentes topologfas [15], como se muestra en la Figura 12 y la Tabla 6.

Figura 12: Envio de paquetes con python

Tabla 6: Resultados de la simulacién

Network Latencia (ms) Desv. Stand. Jitter (ms) Paquete Perdido Tiempo (s) Bandwidth (Mbps) Tasa Bits (Mbps) Bit Error Rate (BER)
Mixta 329076 18.9 30093 12 355 0.101 0.0654 0.0007
SDWAN Malla, 334238 57.7 48146 15 366 0.0975 0.103 0.0008
SDWAN Estrella 318321 52.9 43330 40 400 0.0882 0.111 0.0022
MPLS Malla 324983 34.8 46215 45 416 0.0851 0.0885 0.0025
MPLS Estrella 324402 60 44668 44 414 0.0874 0.0904 0.0024

3.1. Latencia y desviacion estandar

De los resultados obtenidos, se tiene que la latencia promedio es similar entre todas las topologias, sin presentar
mayores variaciones, siendo la topologia con menor latencia SDWAN-MALLA con un valor de 147.37ms; en términos
de estabilidad, la red mixta presenté una desviacion estandar de 18.91, lo que significa que los valores de latencia en
general fueron muy similares, como muestra la Figura 13.

150.00 150.40 150.47 150.80 147.37 152.97
2U.UV —
100.00
60.03 Y 5766
&0 00 B 52.94
R 34.77
18.91 .
000 I L - |
MIXTA MPLS_ESTRELLA MPLS_MALLA  SDWAN_ESTRELLA SDWAN_MALLA

== Desviacion_Standar == Latencia_Media

Figura 13: Latencia y desviacién estandar

3.2. Ancho de banda y tasa de bits

En cuanto al ancho de banda total consumido y la tasa de bits, los resultados muestran que la topologia estrella de
la red SD-WAN es la més eficiente, registrando un mayor consumo de ancho de banda (0.111 Mbps) y una tasa de
transferencia de 0.888 Mbps, como muestra la Figura 14.
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0100

0.103
0.098
0.065

MIXTA MPLS_ESTRELLA  MPLS_MALLA SDWAN_ESTRELLA SDWAN_MALLA
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0.050
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0.025

0.000

e Bandwidth == Tasa_de_Bits

Figura 14: Grafica de ancho de banda y tasa de bits

3.3. Jitter

El analisis del jitter presentado en la figura, muestra que la topologia SD-WAN MALLA, tiene el mayor valor con
un 22.66 %, indicando que existe una alta fluctuacién en los tiempos de respuesta, sugiriendo que esta topologia es
susceptible a variaciones y la menos estable, como muestra la Figura 15.

Jitter (ms)

Value Percent
== SDWAN_MALLA 4814572 22.66%
== MPLS_MALLA 46214.57 21.75%
== MPLS_ESTRELLA 44667.53 21.02%
== SDWAN_ESTRELLA 43330.25 20.40%
- MIXTA 30092.66 1416%

21.02%

Figura 15: Grafica de jitter

3.4. Paquetes enviados

En cuanto a la cantidad de paquetes enviados y perdidos, la topologia MPLS MALLA presenta la mayor cantidad de
paquetes perdidos con 44 paquetes de 2200, por el contrario, la topologia mixta, presenta apenas 12 paquetes perdidos,
siendo la mejor en este andlisis como muestra la Figura 16.

Paquetes
22002188 2200 2156 2200 2155 2200 2160 2200 2185
2000 ] ]
1000 [
. 2 K 45 4 15
MIXTA MPLS_ESTRELLA MPLS_MALLA SDWAN_ESTRELLA SDWAN_MALLA

== Enviado == Recibido == Perdido

Figura 16: Grafica de paquetes perdidos
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3.5. Tiempo de procesamiento

En el envio de paquetes, la red mixta presenta mayor rapidez al procesar la informacién con tan solo 355 segundos,
mientras que MPLS MALLA, fue la que més demoré con 416 segundos, siendo mas eficientes las topologias SD-WAN,
como se evidencia en la Figura 17.

Tiempo(s)

2200 2200 2200 2200 2200

= HE e BE B

MIXTA MPLS_ESTRELLA MPLS_MALLA SDWAN_ESTRELLA SDWAN_MALLA

2000

1500

1000

500

0
== Pings == Segundos

Figura 17: Grafica tiempo de procesamiento

3.6. Bit error rate

En este caso la topologfa MPLS presenta un valor elevado de 29 % y 27 % en MPLS malla y estrella respectivamente, en
comparacién con SD-WAN que solo fue de 25 % y 9 %, entendiendo que MPLS es més propenso a errores vs SD-WAN;
como se ve en la Figura 18.

Bit Error Rate - BER

Value Percent
== MPLS_MALLA 0.0025 29.0698%
== MPLS_ESTRELLA 0.0024 27.9070%
== SDWAN_ESTRELLA 0.0022 25.5814%
== SDWAN_MALLA 0.0008 9.3023%
= MIXTA 0.0007 8.1395%

27.9070%

Figura 18: Grafica BER

4. Conclusiones

Para las pruebas realizadas se utilizo la herramienta Ping, que con el uso de Python permite realizar la automatizacién
y presentacién de algunas métricas sin volver cadtico este proceso, en este caso las métricas resultantes de esto son
latencia total, maxima y media, desviacién estandar, jitter, nimero de paquetes enviados, recibidos y perdidos, tiempo,
tasa de bits y ancho de banda consumido.

De las pruebas realizadas en los diferentes escenarios como son la topologia MPLS tipo estrella y malla, y la
topologia SD-WAN tipo estrella y malla, asi como la topologia mixta, podemos iniciar analizando el parametro de
paquetes perdidos, donde las topologias tipo SD-WAN muestran sin duda una evidente superioridad ante las topologias
tipo MPLS, por ejemplo, la topologia SD-WAN tipo malla presenta una pérdida de apenas 15 paquetes extraviados
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vs ante la topologia MPLS tipo malla que tiene un valor de 45 paquetes perdidos, es decir, casi el triple se encontré
en las pruebas realizadas, teniendo asf las topologias SD-WAN con un mejor rendimiento [16].

Otro parametro a analizar sus resultados es el tiempo de procesamiento, el cual mide el tiempo en procesar todos
los paquetes enviados en estas pruebas, para todas las topologias se enviaron flujos de datos de 2200 pings, donde las
topologias tipo SD-WAN mostraron una mejor respuesta ante las topologias MPLS, por ejemplo, la topologia SD-WAN
tipo malla, presenta un tiempo de procesamiento de 366ms en esta prueba; por otro lado, la topologia MPLS tipo
malla presenta un tiempo de procesamiento de 416ms, consolidando a las redes con SD-WAN las topologias con mejor
rendimiento al momento de procesar paquetes.

El BER que hace referencia a la tasa de error de bit es otro pardmetro evaluado en las pruebas de las diferentes
topologias. De las pruebas realizadas, las topologias tipo MPLS presentaron un BER alto en comparacion con las
topologias tipo SD-WAN, un ejemplo de ello es que la topologia tipo malla MPLS presenta un BER, de 0.0025, frente
a la topologfa SD-WAN tipo malla, que solo tiene un 0.0008, esto nos muestra que hay una probabilidad del 0.25 %
de que un bit llegue con error en una red, siendo un valor relativamente alto en telecomunicaciones.

En el resto de pardmetros medidos en las diferentes topologias, en general las de tipo SD-WAN presentan ligeras
mejoras en conjunto con la topologia tipo mixta, frente a las de tipo MPLS, por ejemplo, en la latencia SDWAN
tipo estrella presenta una ligera mejora, en el jitter la topologia tipo SDWAN estrella presenté un menor jitter en
comparacién con MPLS; en la pérdida de paquetes la red SDWAN tipo malla, presenté una pérdida de la tercera parte
en comparacién con MPLS, demostrando una mayor robustez en SDWAN. Si se evalia a nivel general los resultados
obtenidos de las diferentes pruebas en los diferentes escenarios, se tiene que en general, SDWAN presenta mejores
resultados ante MPLS.

Referencias

[1] S. Meneses, Network Design Defined by Software on a Hyper-converged Infrastructure. Case Study: Northern
Technical University FICA Data Center, 2020.

Ema-Maria Gales, V Croitoru, “Traffic Engineering and QoS in a Proposed MPLS-VPN” IEEE, 2021.

[3] Basu, K.: Performance comparison of a SDN network be-tween cloud-based and locally hosted SDN controllers.
IEEE (2018).

[4] I. Ramadza, J. Ozegovié, and V. Pekié¢, ”Network performance monitoring within MPLS traffic engineering
enabled networks,” in 2015 23rd International Conference on Software, Telecommunications and Computer
Networks (SoftCOM), 2015, pp. 315-319.

[5] S. Mansfield, E. Gray, and K. Lam, “Network Management Framework for MPLS-based Transport Networks,”
Request for Comments: 5950, Internet Engineering Task Force, Sep. 2010.

[6] J. Wang, M. Bewong and L. Zheng, ”SD-WAN: Hybrid Edge Cloud Network between Multi-site SDDC,” Com-
puter Networks, vol. 250, p. 110509, 2024.

[7] A.H. Abdi et al., ”Security Control and Data Planes of SDN: A Comprehensive Review of Traditional, AI, and
MTD Approaches to Security Solutions,” in IEEE Access, vol. 12, pp. 69941-69980, 2024.

[8] Z. A. Bhuiyan, S. Islam, M. M. Islam, A. B. M. A. Ullah, F. Naz and M. S. Rahman, ”On the (in)Security of the

Control Plane of SDN Architecture: A Survey,” IEEE Access, vol. 11, pp. 91550-91582, 2023, doi: 10.1109/AC-
CESS.2023.3307467.

[9] Blenk, A.: Pairing SDN with network virtualization: the network hypervisor placement problem. IEEE (2015).

[10] Arpita Saxena: Improving Load Balancing through SD-WAN: Key Aspects to Not-to-beMissed,https://searchnetworking.te
WAN-vsload-balancing-How-are-they-different, 22 Sep 2022.

[11] C. Fu, B. Wang, H. Liu and W. Wang, ”Software-defined virtual private network for SD-WAN,” Electronics,
vol. 13, no. 13, p. 2674, 2024, doi: 10.3390/electronics13132674.

[12] S. Oladosu, C. C. Ike, P. Adepoju, A. Afolabi, A. Ige and O. Amoo, " The future of SD-WAN: A conceptual evo-

lution from traditional WAN to autonomous, self-healing network systems,” Magna Scientia Advanced Research
and Reviews, vol. 3, no. 2, pp. 95-107, 2021, doi: 10.30574/msarr.2021.3.2.0086.

[13] Vora, J.: Performance evaluation of SDN based virtualization for data center networks. IEEE (2018).

[14] Kshira Sagar Sahoo et. Al: A Comprehensive Tutorial on Software Defined Network: The Driving Force for the Fu-
ture Internet Technology, ACM, ISBN 978-1-4503-4213-1/16/08, DOLI: http ://dxdoi.org/10.1145/2979779.2983928,
2016.

S



Santiago Meneses et al. IDEAS, Vol. 8 Num. 1, 2026

[15] A. H. Alhilali and A. Montazerolghaem, ” Artificial intelligence based load balancing in SDN: A comprehensive
survey,” Internet of Things, vol. 22, p. 100814, 2023.

[16] Ventre, P.L.: Deploying SDN in G EANT production network. IEEE (2017).



	Introducción
	Metodología
	Metodología de investigación
	Herramientas
	Diseño de escenarios

	Resultados
	Latencia y desviación estándar
	Ancho de banda y tasa de bits
	Jitter
	Paquetes enviados
	Tiempo de procesamiento
	Bit error rate

	Conclusiones

