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PALABRAS CLAVE RESUMEN

Modelos predictivos, El sector de servicios de radiotaxi enfrenta constantemente el reto de gestio-
movilidad urbana, la d d iable de viajes, 1 b Ia i tancia de wtili
prongstico, nar la demanda variable de viajes, lo que subraya la importancia de utilizar
servicios de taxi, modelos predictivos para optimizar recursos y mejorar la calidad del servicio.
aprendizaje automético, , i e - o
demanda de viajes, Este articulo realiza un analisis comparativo entre tres modelos de pronéstico

modelizacién predictiva.

de series temporales: ARIMA, Prophet y Random Forest. Para llevar a cabo el
estudio, se utilizé el entorno de desarrollo RStudio con el lenguaje de programa-
cién R. Las medidas de evaluacién empleadas incluyen el Error Absoluto Medio
(MAE), el Error Cuadratico Medio (MSE) y la Raiz del Error Cuadrtico Me-
dio (RMSE), seleccionadas por su capacidad para proporcionar una evaluacién
robusta del desempeiio de los modelos. Los resultados indican que el modelo
ARIMA supera significativamente a los otros modelos, exhibiendo un MAE de
1.46, MSE de 4.71 y RMSE de 2.17, lo que demuestra una precisién superior
en sus predicciones. En comparacién, los modelos Prophet (MAE: 2.83, MSE:
14.62, RMSE: 3.82) y Random Forest (MAE: 3.27, MSE: 17.03, RMSE: 4.12)
presentaron mayores errores. Este andlisis resalta la eficacia del modelo ARIMA
en el prondstico de la demanda de viajes en servicios de radiotaxi, proporcio-
nando informacién valiosa para mejorar la planificacién y la eficiencia operativa.

KEYWORDS ABSTRACT
Predictive models, The taxi service industry consistently grapples with the challenge of managing
ot sccs, fluctuating travel demand. To optimize resource allocation and enhance service
travel demand, quality, predictive modeling has become a crucial tool. This study conducts a
urban mobility, . . . . .

machine learning, comparative analysis of three time series forecasting models: ARIMA, Prophet,

predictive modaling. and Random Forest. The R programming language within the RStudio environ-

ment was utilized to implement the models. To evaluate model performance, we
employed robust metrics including Mean Absolute Error (MAE), Mean Squared
Error (MSE), and Root Mean Squared Error (RMSE). The findings reveal that
the ARIMA model significantly outperforms its counterparts. With an MAE of
1.46, MSE of 4.71, and RMSE of 2.17, ARIMA demonstrated superior accuracy
in forecasting travel demand. In contrast, Prophet (MAE: 2.83, MSE: 14.62,
RMSE: 3.82) and Random Forest (MAE: 3.27, MSE: 17.03, RMSE: 4.12) exhi-
bited higher error rates. This analysis underscores the effectiveness of ARIMA
in predicting travel demand within the taxi service industry, providing valuable
insights for improved operational planning and efficiency.
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Introduccién

En la actualidad, la movilidad urbana y el transporte eficiente y adaptable constituyen un componente fundamental
para el funcionamiento dinmico de las ciudades [1]. Dentro de este contexto, los servicios de Radio Taxi han emergido
como una opcién de movilidad clave, brindando acceso flexible y directo a los usuarios [2]. Sin embargo, la optimizacién
de estos servicios se ve estrechamente ligada con la capacidad de anticipar y satisfacer la demanda de viajes de manera
precisa y oportuna [3].

Existen tres tipos principales de mercados de taxis: de clasificacién, de trénsito y prerreservados. Los mercados
de clasificacion son eficientes en el uso de recursos, pero pueden ser incémodos para los usuarios. Los mercados de
transito son menos eficientes y generan mds contaminacién. Los mercados prerreservados son seguros y confiables,
pero pueden ser mas caros. Las aplicaciones colaborativas o tecnolégicas han experimentado un auge en los dltimos
aiios, brindando una serie de ventajas sobre los modelos tradicionales [1].

El servicio de taxi es una parte importante del transporte piiblico en todo el mundo. Sin embargo, a menudo se
enfrenta a desafios, como la falta de cobertura en dreas de dificil acceso. En el estudio de [5] se encontré que el servicio
de taxi en Perti es deficiente en dreas rurales y periurbanas. Los autores sefialan que esto se debe a que las empresas
de taxi no consideran rentable operar en estas dreas.

En [6] también se destaca la importancia de la cobertura del servicio de taxi. Los autores sefialan que los diferentes
segmentos de la poblacién tienen necesidades distintas, y que el servicio debe adaptarse a estas necesidades.

La demanda de viajes en el servicio de Radio Taxi, por su complejidad y dinamismo, se convierte en un fenémeno
multifacético, influenciado por miltiples elementos, como la hora del dia, el dia de la semana y la ubicacién geografica.
La capacidad de predecir la demanda de viajes con precision puede ayudar a mejorar la eficiencia y la sostenibilidad
del transporte piblico.

Este trabajo realiza un andlisis comparativo de téenicas estocdsticas y heurfsticas para pronosticar la demanda
de viajes en el servicio de Radio Taxi de la Cooperativa Rapido Nacional, ubicada en la ciudad de Tulcin-Ecuador.
El enfoque integra técnicas avanzadas de andlisis de datos con el objetivo de modelar series temporales, con especial
énfasis en la utilizacion de modelos ARIMA (Autoregressive Integrated Moving Average) y modelos de machine learning
reconocidos por su eficacia en la prediccién de tendencias en datos temporales. La importancia de este estudio radica
en su potencial para mejorar la eficiencia operativa y la planificacién de recursos en servicios de radio taxi, un sector
que enfrenta desafios constantes debido a la variabilidad en la demanda de viajes.

El propésito principal de este trabajo es comparar la precisién de diversos modelos predictivos en la estimacién
de la demanda de viajes, proporcionando asi una base sélida para la toma de decisiones estratégicas en la gestion de
servicios de transporte. Este estudio contribuye a la literatura existente al ofrecer un andlisis detallado y actualizado
de modelos predictivos aplicados a la industria del transporte en la ciudad de Tulcin, destacando la relevancia de
téenicas avanzadas en la mejora del servicio al cliente y la optimizacién de operaciones. El estudio se divide en cinco
secciones principales. La Seccion 2 abarca una revisién exhaustiva de la literatura existente. La Seccién 3 especifica
los materiales y métodos empleados en la investigacién. En las Secciones 4 y 5 se exponen los resultados alcanzados
¥ se extraen conclusiones del analisis de datos, junto con una discusion sobre las implicaciones derivadas de estos
resultados.

2. Revisiéon de la bibliografia

El pronéstico de la demanda de taxis ha sido estudiado por un amplio nimero de investigadores utilizando una
variedad de métodos cuantitativos y cualitativos, examinando diferentes escenarios en los que se prestan dichos servicios
[7]. En un estudio reciente, [5] desarrollaron un modelo novedoso para pronosticar la demanda de taxis, el cual utiliza
la influencia del barrio a través de un aprendizaje conjunto.

Por su parte, [0] destacan la importancia critica de la prediccién precisa de la demanda, identificando disparidades
significativas en la disponibilidad de taxis entre distintos sectores urbanos. Este estudio asocia la demanda de servicios
de taxi y Uber con ubicaciones especificas, empleando algoritmos avanzados como LSTM (Long Short-Term Memory),
una red neuronal de aprendizaje profundo, y modelos de series temporales como ARIMA. Los resultados indican la
superioridad del modelo LSTM en zonas con demanda impredecible debido a su habilidad para descubrir patrones no
lineales complejos, aportando una alta predictibilidad y una fuerte correlacién con la movilidad humana.

En un contexto similar, [10] destacan la viabilidad de pronosticar el comportamiento de los usuarios de taxis en
Dubii empleando modelos predictivos basados en la ubicacién y el tiempo. Al comparar modelos de series temporales
como ARIMA y SARIMA, ARIMA presenta un menor error y una precisién del 74.8 % en la prediccién de la demanda.
El andlisis revela la ausencia de tendencias y estacionalidad en la serie temporal, aunque se identifica un patrén
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que buscan anticipar tanto tendencias como variaciones diarias en la demanda, permitiendo la planificacién eficiente
de la asignacién de recursos y la identificacién de oportunidades de crecimiento.

Por otro lado, los resultados sugieren que el modelo Prophet también es una opcién viable para predecir la demanda
de viajes en servicios de radio taxi. Aunque su precisién es ligeramente inferior a la de ARIMA, como lo demuestran
los valores de MAE descritos en la Tabla 2, Prophet demuestra un mejor rendimiento en términos de variabilidad,
ofreciendo predicciones mas estables, aunque potencialmente menos precisas que las del modelo ARIMA.

El modelo Random Forest, por su parte, exhibe un rendimiento inferior tanto en términos de precisién como de
variabilidad en comparacién con ARIMA y Prophet. A pesar de ello, podria ser una opcién adecuada para empresas
que buscan un modelo de prediccién rapido y facil de implementar, aunque con predicciones potencialmente menos
precisas y estables que los otros dos modelos evaluados.

La principal limitacién de este estudio radica en su enfoque en una sola ciudad. Para trabajos futuros, se recomienda
extender la investigacion a miltiples localidades para evaluar la robustez de los modelos. Ademds, investigar técnicas
mis avanzadas de machine learning, como redes neuronales o modelos ensemble, para mejorar atin mas la precision
y estabilidad de las predicciones. Por otra parte, serfa beneficioso explorar el impacto de factores externos, como
condiciones climaticas y eventos locales, en la demanda de viajes. Otro aspecto importante es el desarrollo de estrategias
para la implementacién en tiempo real de estos modelos predictivos, integrandolos en sistemas de gestién de flotas
para optimizar la asignacién de recursos de manera dinimica.
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Se evaluaron las métricas de prediccién con el conjunto de prueba y el conjunto predicho, el valor MAE fue igual
a 2.83, indica que, en promedio, las predicciones difieren alrededor de 2.83 unidades del valor real. Este valor es
relativamente bajo, demostrando que el modelo tiene un buen rendimiento en términos de precision.

Ademas, el MSE de 14.63 revela que existen variabilidades significativas en las predicciones, siendo mds grandes los
errores cuadraticos promedio. Por otra parte, el valor RMSE de 3.82, ofrece una perspectiva intuitiva de la dispersion
de los errores. Un valor de 3.82 revela que los pronésticos difieren, en promedio, alrededor de 3.82 unidades de los
valores reales. En general, los resultados de los errores son positivos. Prophet tiene un buen rendimiento en términos
de precisién, aunque podria mejorar en términos de variabilidad.
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estacional diario. Los datos procesados del sistema de taxis permiten identificar nodos con alta generacién de viajes
y destinos frecuentes, como centros comerciales y zonas de negocios, informacién valiosa para optimizar rutas de
autobuses y atraer a usuarios de taxis hacia servicios de transporte péblico [10].

El estudio de [11] emplea el modelo automético ARIMA para realizar un andlisis de series temporales con el fin
de predecir las dreas de mayor afluencia de pasajeros, basandose en datos espacio-temporales proporcionados por
una empresa local de taxis en Bandung. Por otra parte, [17] realizaron una contribucién importante al enfrentar la
disparidad entre la oferta y la demanda en los servicios de transporte piiblico mediante el diseiio y la implementacién
de un sistema de transporte inteligente. El estudio se centré en pronosticar la demanda en tiempo real de servicios de
taxi en linea, evaluando seis modelos basados en redes neuronales de retropropagacién (BPNN) y en el algoritmo de
refuerzo de gradiente extremo (XGB) para predecir la demanda de taxis en linea. La investigacién hizo hincapié en la
correlacién entre la demanda de taxis terrestres y la demanda de taxis en linea, presentando un modelo de pronéstico
en tiempo real de la demanda de taxis en linea considerando la demanda proyectada de taxis [12].

En [2] se exploré la aplicacién de modelos de aprendizaje automdtico para pronosticar el tiempo de permanencia
dentro de un vehiculo entre dos ubicaciones, utilizando trazas histéricas de taxis en Nueva York (NYC). El estudio
integré datos de taxis con el conjunto de datos de Uber y seleccions variables seménticas mediante deteccion de valores
atipicos y seleccion de caracteristicas basada en puntajes de Chi-cuadrado. Se comparé la eficacia de tres métodos:
Regresién de Arbol de Decisién, Random Forest Prediction y Regresién de vecinos més cercanos (K-Nearest Neighbor)
en la prediccién de la duracién del viaje.

En [19] se estudié el pronéstico de la demanda de servicios de movilidad aérea urbana (UAM) en diferentes momen-
tos del dia y en diversas regiones geogrificas de Nueva York. El estudio empleé variables relacionadas con los viajes
y las condiciones climéticas como predictores para cuatro modelos populares de machine learning (ML): regresion
logistica, redes neuronales artificiales, bosques aleatorios y aumento de gradiente. Los resultados experimentales favo-
recieron consistentemente al modelo de aumento de gradiente, al proporcionar un rendimiento de prediccién superior,
destacandase ubicaciones especificas, perfodos de tiempo y dias de la semana como predictores criticos.

La aplicacién de modelos ML para pronosticar la demanda de taxis involucra un analisis minucioso de diversos
factores, como la hora del dia, las regiones geogréficas, las variables del viaje y las condiciones climaticas [14]. Adems,
se han implementado técnicas avanzadas de estudio de series temporales, incluyendo modelos ARIMA, Prophet de
Facebook y Random Forest Prediction, para evaluar su eficacia en el pronéstico de la demanda futura, [0].

3. Materiales y Métodos

Para el desarrollo de este trabajo se ha adaptado la metodologia KDD (Knowledge Discovery in Databases),
también conocida como Descubrimiento de Conocimiento en Bases de Datos o minerfa de datos [15]. Esta eleccién se
justifica por las siguientes razones: la metodologia KDD proporciona un marco de trabajo claro y organizado, ademés
de un enfoque centrado en los datos. KDD enfatiza la importancia del preprocesamiento y la preparacién de datos
para obtener resultados confiables y puede aplicarse en diversos ambitos. Por otra parte, promueve la evaluacion y
validacién de los modelos obtenidos para garantizar su robustez y generalizacién. Ademés, requiere la intervencién de
expertos que gufen el proceso e interpreten los resultados, lo cual es fundamental para la comparacién y evaluacién de
algoritmos de prondstico.

El proceso de KDD consta de varias etapas interrelacionadas, y para el desarrollo de esta investigacion se han
definido las siguientes: recoleccion y preprocesamiento de datos, seleccién y aplicacién de modelos predictivos, eva-
luacién del desempeiio de los modelos y analisis comparativo. Para el andlisis de los datos se utilizé el lenguaje de
programacién R en el entorno de desarrollo integrado RStudio. Se emplearon las siguientes librerias: tidyverse para la
manipulacién de datos, forecast para los modelos ARIMA, prophet para el modelo de Facebook y randomForest para
el modelo de bosque aleatorio.

Para evaluar la eficacia de estos modelos se calcularon métricas de rendimiento, como el MAE, MSE y RMSE.
Estos andlisis se orientaron a determinar cudl de los modelos ofrece la mejor capacidad de prediccion en el contexto
especifico de la demanda de taxis. La Figura 1 muestra la metodologia adoptada.
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3.2. Modelos predictivos

Autoregressive Integrated Moving Average (ARIMA)

Los modelos ARIMA son herramientas ampliamente reconocidas en el estudio de series temporales, utilizadas para,
modelar y prever patrones en datos temporales, como la demanda de taxis. El modelo ARIMA combina elementos de
autorregresién (AR), integracién (I) y promedio mévil (MA) para capturar la autocorrelacién, estacionalidad y tenden-
cias en los datos [16]. Se representa como ARIMA(p, d, q), donde p representa la cantidad de términos autorregresivos,
d indica el nimero de diferenciaciones no estacionales y g corresponde al niimero de errores de prondstico rezagados.
La eleccién precisa de estos parametros proporciona una estructura adaptable y eficaz para analizar y predecir datos
temporales, eliminando tendencias y capturando las complejidades de la serie temporal [11].

Prophet

Elmodelo Prophet, desarrollado por Facebook, representa una innovacién en el campo de estudio de series tempora~
les, demostrando su eficacia en la prediccién de datos temporales caracterizados por patrones estacionales y tendencias
anuales. Su capacidad para gestionar de manera efectiva eventos especiales, feriados y adaptarse a cambios en el com-
portamiento del usuario lo convierte en una opcién altamente atractiva para el pronéstico de la demanda del servicio
de taxi, especialmente en entornos urbanos dindmicos.

Este modelo se distingue por su capacidad intrinseca para manejar la complejidad inherente a los datos tempo-
rales, incorporando de manera automatica eventos relevantes y adaptandose dindmicamente a las variaciones en el
comportamiento temporal [17]. En el contexto especifico de la prediccién de la demanda de taxis, Prophet ofrece una
solucién robusta para la identificacién de patrones estacionales y tendencias anuales, abordando de manera proactiva
la inclusién de factores externos que podrian influir significativamente en la demanda, como feriados y otros eventos
[18].

Prophet es descrito por la Ecuacién 1, la cual representa el crecimiento en series temporales de una manera
adaptable a diferentes patrones de cambio. Se estructura como una funcién a tramos, lo que significa que puede seguir
un patrén de crecimiento lineal o logistico, capturando asi cambios no periédicos [19].

y(t) = g(t) +s(t) + h(t) + (1)

Por otro lado, s(t) describe cambios repetitivos que siguen un patrén periédico, como la estacionalidad que puede
ocurrir semanal o anualmente. Ademés, h(t) representa los efectos de las vacaciones u otros eventos especiales que
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realizé una biisqueda aleatoria de hiperparémetros con el objetivo de encontrar la combinacién que minimizara el error
de prediccién en un conjunto de validacién.

4. Resultados

Para determinar el comportamiento de la demanda en cada una de las zonas se calcula el mimero de servicios en
origen y destino. Donde se puede evidenciar que la mayor dinamica del transporte de pasajeros en taxis se encuentra.
concentrada en el centro de la ciudad de Tulean. Lo que concuerda con el progreso urbanistico de la ciudad, en la
parte central se ubican instituciones financieras, servicios piiblicos e instituciones educativas, entre otros.

La Tabla 1 presenta la distribucién de la demanda origen-destino en funcién de las zonas urbanas.

Tabla 1: Demanda Origen—Destino en funcién de zonas urbanas

Zona Origen Destino
Centro 39240 40154
Norte 12253 16743
Sur 16785 11381

Total de servicios 68278 68278

4.1. Evaluacién del desempeiio de los modelos
4.1.1. Resultados modelo ARIMA

Se realizé un andlisis estadistico de la serie temporal para evaluar sus componentes, tales como la tendencia y
la estacionalidad. Los resultados del analisis indicaron que la serie temporal es no estacionaria, lo que significa que
la media y la varianza de la serie cambian con el tiempo. Para corregir la no estacionariedad, se empleé un modelo
ARIMA (2,0,2) con diferenciacién regular y estacional.

El modelo ARIMA (2,0,2) con diferenciacion regular y estacional es un modelo que tiene en cuenta la tendencia
¥ la estacionalidad de la serie temporal. El ntimero de términos autorregresivos (p) es 2, lo que indica que el modelo
utiliza dos variables pasadas para predecir el valor actual de la serie. El niimero de términos de media mévil (q) es 2,
lo que indica que el modelo utiliza dos variables de error pasadas para predecir el valor actual de la serie. El orden de
diferenciacion no estacional (d) es 0.

El niimero de veces que la serie temporal se diferencia estacionalmente (D) es 1, lo que indica que la serie temporal
tiene un perfodo estacional de 12. Lo que da como resultado un modelo SARIMA (ARIMA estacional)

Los parametros del modelo fueron seleccionados mediante maxima verosimilitud, sehalando una tendencia constante
y un patrén estacional aditivo. El rendimiento se evalus utilizando métricas como el Error Cuadratico Medio (MSE),
que resulté relativamente bajo, demostrando la capacidad del modelo para predecir con precisién los valores de la serie
temporal.

El andlisis de los errores revela un Error Absoluto Medio (MAE) de 1.46, un MSE de 4.71 y RMSE de 2.17. Estos
resultados indican que el modelo ha capturado eficazmente la estructura subyacente de la serie temporal, respaldado
por un criterio de informacién de Akaike (AIC) de 332.89 (Figura 3), lo que sugiere estabilidad en el modelo.

Series: d_test
ARIMA(2,0,2)(2,1,0)[12]

Coefficients :
arl ar2 mal ma2 sarl sar2

0.0323  0.0955 0.1205 0.2761 —0.6120 —0.2442

s.e. 0.4234 0.3950 0.3997 0.3849 0.1512 0.1551

sigma°2 = 6.061: log likelihood = —159.45
AIC = 332.80  AICc — 334.73  BIC — 348.53

:-1.45936531913804”
:-4.71446215420224”
1-2.17128122413755”

Figura 3: Resultados del modelo ARIMA
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Tabla 2: Coeficientes de error de los modelos predictivos

MAE MSE RMSE

Random forest

217
3.82
4.12

Los coeficientes de error de los tres modelos. Demuestran que ARIMA exhibe el menor Error Medio Absoluto
(MAE) de 1.46, indicando que, en promedio, las predicciones difieren apenas 1.46 unidades del valor real. Ademas,
presenta un rendimiento notable en términos de variabilidad, lo que sugiere que las predicciones estan cercanas a los

valores reales.

Comparativamente, el modelo Prophet muestra un rendimiento ligeramente inferior en precisién, con un MAE de
2.83, pero destaca en estabilidad, evidenciado por un MSE de 14.63 y un RMSE de 3.82. En contraste, el modelo
Random Forest presenta un rendimiento menos preciso, con un MAE de 3.28, aunque exhibe mayor estabilidad con

un MSE de 17.02 y un RMSE de 4.13.

Valor

10

Comparacion de métricas de error

Métrica

W e

I Ruse

Random forest

Figura 8: Comparacién de métricas de error de los modelos predictivos

Los resultados generales respaldan la eleccion de ARIMA como la mejor alternativa para predecir la demanda de
viajes en servicios de radio taxi, como se refleja en la Figura 9. La precision y estabilidad de ARIMA lo convierten
en una herramienta valiosa para la prediccién de la demanda de servicios de radio taxi de la cooperativa Rapido
Nacional, permitiendo una asignacién eficiente de recursos, como vehiculos y conductores, asi como la identificacién
de oportunidades estratégicas, como la expansion a nuevas éreas o la introduccién de servicios adicionales.





OEBPS/image/Comparaci_on_de_modelos_de_predicci_on_para_estimar_la_demanda_de3.png
Diego Chamorro, Nadia Sdnchez IDEAS, Vol. 8, Nim. 1, 2026

Recoleccion y
preprocesamiento de

datos

Evaluacion del
Desempefio de los
Modelos

Analisis
comparativo

Seleccion y aplicacion de
modelos predictivos

Figura 1: Metodologia estudio comparativo de modelos predictivos de servicios de radio taxi

3.1. Datos

Se recopilaron datos histéricos de la demanda de viajes del servicio de Radio Taxi de la Cooperativa Rapido
Nacional, abarcando el periodo del 2 de enero de 2022 al 2 de enero de 2023. Los datos se almacenaron en una hoja
de caleulo en formato Bxcel, que contenia un total de 68278 registros distribuidos en siete columnas. Las variables
incluidas en la base de datos fueron: fecha, hora, direccién de origen, unidad vehicular, direccion de destino, tiempo
de respuesta y operador de radio.

Este conjunto de datos, que cubre la actividad de cuatro operadores de radio y 68 unidades vehiculares, proporciond
una base amplia para el andlisis de la demanda de servicios de transporte en diferentes dreas geograficas de Ia ciudad.
A partir de los totales diarios de servicios, se construyé una serie temporal con 366 registros, correspondiente a cada
dia del afio.

Para evaluar y validar la capacidad predictiva de los modelos utilizados, la serie temporal se dividié en dos conjuntos:
un conjunto de entrenamiento que abarcs el 80% de los datos (292 dias) y un conjunto de prueba que comprendié el
20% restante (74 dias). Esta divisién estratégica es fundamental para la validacion del modelo, permitiendo evaluar
su desempeiio predictivo sobre datos no vistos durante el entrenamiento. La Figura 2 ilustra esta serie temporal,
destacando en azul los datos de entrenamiento y en rojo los datos de prucba.

La base de datos original fue sometida a un riguroso proceso de limpieza debido a la presencia de valores faltantes
y errores ortograficos en las variables de direcciones de origen y destino. Este proceso integral incluyd una etapa
crucial de caracterizacién para mejorar la integridad y la calidad de los datos. En esta fase, se realizé un analisis de la
ubicacién geogréafica, que consistié en dividir la ciudad en tres zonas principales: sur, centro y norte, utilizando como
referencia el plano de Unidades Territoriales Urbanas (UTU).

Esta estrategia de caracterizacién fue fundamental, puesto que las ubicaciones individuales presentaban incoheren-
cias y carecian de una representatividad completa. Al asociar cada ubicacién con una de las zonas definidas, se logro
una segmentacion significativa y cobesiva de los datos, lo que permitié una comprensién més precisa de los patrones
de solicitud de servicios en diferentes dreas geograficas de la ciudad.
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4.1.3. Resultados modelo Random forest

Para optimizar el modelo de bosque aleatorio, se realizé una biisqueda exhaustiva de hiperparimetros utilizando
grid search. Se variaron los siguientes parimetros: niimero de arboles entre 50 y 200, profundidad méxima entre 3 y
10, criterio de division (Gini o entropia), y niimero de variables aleatorias consideradas en cada divisién. Se evalué el
desemperio de cada combinacién de hiperparémetros utilizando el error cuadrético medio en un conjunto de validacién
independiente. La configuracién éptima seleccionada fue: 100 drboles, profundidad maxima de 5, criterio de division
Gini y un tercio de las variables consideradas en cada divisién. Esta configuracién permitié obtener un modelo con un
buen equilibrio entre sesgo y varianza.

En el analisis del modelo Random Forest, se utilizaron diferentes métricas para evaluar su desempefio. Los resultados
obtenidos fueron los siguientes: el Error Absoluto Medio (MAE) fue de 3.28, el Error Cuadrético Medio (MSE) fue de
17.02, y RMSE fue de 4.13.

En cuanto a los hiperparametros del modelo, se configuraron con un niimero de drboles (ntree) igual a 100, una
profundidad maxima (max depth) de 10 y un tamaiio minimo de nodo hoja (min node size) de 8.

Para este modelo en la Figura 7, se visualiza que el algoritmo logra una precision notable al pronosticar los valores
al final de la serie temporal. Este aspecto muestra una capacidad significativa del modelo para anticipar los patrones
en la tiltima fase de la serie. Ademés, se observa que las predicciones siguen la tendencia general de la serie original,
lo que sugiere que el modelo ha capturado adecuadamente la estructura subyacente de los datos. Sin embargo, se
identifica una discrepancia en la amplitud en el eje vertical (servicios), indicando que, aunque los coeficientes de error
son bajos, existen variaciones en la magnitud de las estimaciones.
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Figura 7: Prondstico modelo Random Forest y datos de prueba

4.2. Analisis comparativo

El andlisis comparativo de los modelos de prondstico destaca a ARIMA como la opcién 6ptima para prever la
demanda de viajes en servicios de radio taxi, como se detalla en la Tabla 2 coeficientes de error de los modelos
predictivos.
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Figura 9: Servicios de radio taxi serie original y pronésticos

Discusién de resultados

Los resultados obtenidos en este estudio son consistentes con investigaciones previas que han utilizado modelos
ARIMA para predecir la demanda de transporte. Sin embargo, a diferencia de [23], donde se encontr que Random
Forest superaba a ARIMA en series de tiempo con alta frecuencia, nuestros resultados muestran un mejor desempeiio de
ARIMA. Bsta diferencia podria deberse a las caracteristicas especificas de nuestros datos, como una menor variabilidad
estacional y una tendencia més lineal. Ademés, la inclusién de variables explicativas adicionales en el modelo Random
Forest podria mejorar su precisién, tal como se ha demostrado en [21]. Sin embargo, en nuestro caso, ARIMA resultd
ser el modelo més adecuado para capturar los patrones subyacentes de la demanda de viajes en radio taxi.

El andlisis comparativo de los modelos de prondstico resalta a ARIMA como la opcién optima para prever la
demanda de viajes en servicios de radio taxi, un hallazgo consistente con estudios previos que han identificado a
ARIMA como una herramienta eficaz en la prediccion de series temporales en contextos similares. Por ejemplo,
investigaciones realizadas por [11] han demostrado la efectividad de los modelos ARIMA en situaciones donde los
patrones de datos son estacionales y tienen componentes de tendencia bien definidos.

En comparacion, el modelo Prophet, aunque menos preciso que ARIMA, ofrece una estabilidad destacable en
sus predicciones. Este modelo es reconocido por su capacidad para manejar series temporales con fuertes efectos
estacionales y dias festivos, lo que lo hace adecuado para datos con variaciones significativas a lo largo del tiempo [27)].

El rendimiento del modelo Random Forest, si bien es menos preciso en términos de MAE, MSE y RMSE, sigue
siendo una alternativa viable para escenarios donde la facilidad de implementacién y la capacidad de manejar datos
de alta dimensionalidad son importantes. [26] resalta la robustez de este método para la prediccién en contextos con
miltiples variables predictoras.

Los resultados generales del estudio, ilustrados en las Figuras 8 y 9, refuerzan la eleccién de ARIMA como la
mejor alternativa para la prediccion de la demanda de servicios de radio taxi de la cooperativa Répido Nacional. Su
precisién y estabilidad lo convierten en una herramienta invaluable para optimizar la asignacién de recursos, como
vehiculos y conductores, y para identificar oportunidades estratégicas, como la expansion a nuevas areas geogrificas o
la introduccién de servicios adicionales.

5. Conclusiones y trabajo futuro

En este articulo, se ha evaluado el desempeiio de tres modelos predictivos (ARIMA, Prophet y Random Forest)
en la prediccion de la demanda de viajes en servicios de radio taxi. Los resultados del analisis indican que el modelo
ARIMA se destaca como la mejor opeién, mostrando el menor Error Medio Absoluto (MAE) y un buen rendimiento
en términos de variabilidad, lo que sugiere que sus predicciones son precisas y estables en comparacién con los otros
modelos, como se observa en la Figura 9. Este modelo se presenta como una eleccion idénea para empresas de radio taxi
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En la Figura 4 pronéstico modelo ARIMA, se aprecia un solapamiento inicial entre las series real y proyectada en
los primeros dias, lo que sugiere que el modelo ha logrado capturar de manera efectiva la tendencia original de la serie
temporal. Este solapamiento inicial indica que las predicciones del modelo estan en linea con las observaciones reales
en el perfodo inicial de la serie. En resumen, el modelo ha destacado su capacidad para anticipar la tendencia general
¥ la estacionalidad de Ia serie temporal.
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Figura 4: Prondstico modelo ARIMA y datos de prueba

4.1.2. Resultados modelo Prophet

Se realizé una biisqueda aleatoria de hiperparametros utilizando random search para identificar la combinacién
éptima que minimizara el error cuadratico medio sobre un conjunto de validacién independiente. En este caso, la
configuracién empleada es la siguiente:

= Daily seasonality=TRUE: Esto permite al modelo capturar mejor las tendencias y variaciones a lo largo del dia.

» Changepoint_prior scale = 3: ste hiperparimetro controla la flexibilidad del modelo para adaptarse a cambios
en la tendencia. Un valor de 3 indica una flexibilidad moderada, permitiendo al modelo ajustarse a cambios en
la serie temporal.

» Seasonality mode = adaptive: El modo de estacionalidad adaptativa es una eleccién inteligente, ya que permite
al modelo ajustar antométicamente si la estacionalidad es aditiva o multiplicativa.

« Seasonality prior scale = 5: Este hiperparametro ajusta la fuerza de la estacionalidad. Un valor de 5 indica que
se esta permitiendo cierta influencia de la estacionalidad en las predicciones, permitiendo una adaptacién mds
sensible a las variaciones temporales.

La Figura 5 representa la prediccién del modelo Prophet junto con los valores reales de la serie temporal. La
prediccién es capaz de capturar los valores picos de la serie en algunas ocasiones, lo que indica que el modelo es capaz
de capturar las tendencias de la serie temporal. Adems, la Figura 6 muestra que los dias con mayor demanda son los
lunes y viernes. Este resultado es coherente con las expectativas, puesto que son dias laborables, lo que suele conllevar
una mayor demanda de servicios.
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pueden tener horarios irregulares. Finalmente, el término &; se refiere al error en el modelo, capturando cualquier
cambio o variacién inusual que no sea explicado por las funciones anteriores [19]. La capacidad de adaptacién y
la consideracién precisa de miiltiples variables hacen de Prophet una herramienta robusta para la planificacién y
optimizacién en entornos urbanos dinamicos, donde la demanda de taxis puede estar sujeta a fluctuaciones rapidas y
cambios en el comportamiento del usuario.

Random Forest

Random Forest es un modelo de machine learning basado en ensamblaje que sobresale por su capacidad para operar
conjuntos de datos complejos y capturar patrones no lineales. En lugar de depender de un solo modelo predictivo,
utiliza miiltiples arboles de decisién entrenados de manera independiente en subconjuntos aleatorios del conjunto de
datos. La prediccién final se determina mediante la combinacién de las salidas de estos 4rboles, lo que aprovecha la
diversidad de enfoques [20].

Este algoritmo es particularmente eficaz en el pronéstico de la demanda en contextos como los servicios de taxi,
donde los factores pueden ser diversos y presentar relaciones no lineales. Ademas, Random Forest ofrece robustez al
tratar con sobreajustes y es resistente al ruido en los datos, asegurando una generalizacién sélida a nuevos conjuntos
de datos. Su naturaleza de ensamblaje proporciona estabilidad, mitigando sesgos individuales y mejorando la precisién
general [21].

3.3. Métricas de evaluacién

Métricas de evaluacién

En este estudio comparativo de modelos, se utilizan métricas clave como el Error Cuadratico Medio (RMSE),
el Error Absoluto Medio (MAE) y el Error Cuadratico Medio (MSE), las cuales son fundamentales para evaluar
la precisién de los modelos analizados. Estas métricas desempefian un papel crucial al proporcionar una evaluacién
cuantitativa y comparativa de la capacidad predictiva de cada modelo.

En las férmulas que se presentaran a continuacién, la notacién se refiere a la serie real, mientras que la notacién
representa la serie pronosticada. Estas expresiones matematicas ofrecen una base objetiva para la evaluacién de la
discrepancia entre los prondsticos generadas por los modelos y los datos reales de la serie temporal, contribuyendo asi
a un analisis riguroso de su desempeiio comparativo [12].

Error Absoluto Medio (MAE)

El Error Absoluto Medio es el promedio de la diferencia absoluta entre los valores observados y predichos. Es una,
métrica lineal, lo que significa que todos los errores se ponderan por igual. Ademas, tiende a ser menos sensible a
valores atipicos en comparacién con el error cuadratico medio. Sus gradientes con respecto a las predicciones pueden
tomar valores de +1 o —1 [2].

1 N
MAE = =3 y; — | @

Raiz del Error Cuadratico Medio (RMSE)
Determina la diferencia entre el valor predicho por el modelo y el valor real.

3

Error Cuadritico Medio (MSE)
Calcula el error cuadratico medio, entre la prediccién y el valor real
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3.4. Seleccién de modelos predictivos

Se seleccionaron los modelos ARIMA, Prophet y Random Forest debido a sus caracteristicas complementarias.
ARIMA es un modelo clésico para series temporales y es adecuado para capturar patrones estacionales y tendencias.
Prophet, por su parte, es una herramienta robusta para modelar series temporales con cambios estructurales y estacio-
nalidad compleja. Finalmente, Random Forest, como algoritmo de aprendizaje automético, puede capturar patrones
1o lineales y es 1itil para manejar series temporales con miltiples factores influyentes. Los parametros de los modelos
ARIMA se seleccionaron utilizando el criterio de informacién de Akaike (AIC). Para Prophet y Random Forest, se





